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Abstract. The traditional loans pricing methods are usually based on risk measures of individual loan's characteristics without considering the correlation between the defaults of different loans and the contribution of individual loans to the entire loan portfolio. In this study, using account-level loans data of 2010–2016 abstracted from 2 databases kindly provided by a Chinese commercial bank, the authors choose Archimedean Copula to fit the default relationship between loans, combined with the loss distribution function constructed to measure the economic capital of the loan portfolio, to propose a loan pricing method that is more suitable for measuring the unique risk characteristic of SMEs loans. Empirical evidence shows that compared with the traditional loan pricing model, this new proposed one, requiring lower loan interest rates from customers with higher credit rating, while higher loan interest rates from customers with lower credit rating, could thus be able to provide higher risk-adjusted returns, higher economic capital adequacy ratios, and ultimately stronger banks’ capabilities to tolerate risk events. Although there might still be some issues and limitations in the study, the method proposed in this study could be of interest not only to the banks’ management, but also to banking regulators as well.
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Introduction

The approach for pricing loans of commercial banks basically adopts the way of adjusting certain premium/discount points based on the benchmark interest rates, with premiums/discounts often reflects the credit ratings of the firms applying the loans. On the other hand, although the client rating system has a rating module specific to small and medium-sized enterprises (SMEs), the specific rating indicators tend to follow the metrics of large-scale
enterprises (e.g., the relevant financial indicators in the reports) only with a few adjustments in the weight of indicators, which means no specific module is developed for the actual situation of SMEs. Consequently, there is no essential difference between SMEs’ credit ratings and those of large-scale enterprises, which often lead to catastrophic such as a large simultaneous delinquencies of banks’ SME loans since the correlation between SMEs loans are extremely high and the risk characteristics of SMEs loans are quite different from those of large enterprises. Using pricing methods developed for large firms’ loans would definitely miss some essential risk profiles if the methods are applied to SME loans.

On the other hand, the Economic Capital has become one of the most important parameters of risk management and resource allocation in commercial banks, playing an increasingly crucial role in loan decision-making, pricing, and risk management process. The measure of economic capital itself takes into account the issue of the correlation between the default assets, while the traditional measure does not. Therefore, in this paper, a deep analysis is conducted on loan decision-making and pricing of SMEs loans, based on the measure of economic capital. The idea of this study can be summarized as follows: First, based on the analysis of SMEs loans’ risk characteristics, this paper constructs a scoring system suitable for the credit risk measurement of SME applicants for loans of one Chinese commercial bank. Second, the scores are calibrated and mapped to the default probabilities table released by Basel Accord III to build an internal rating system that complies with the risk profiles of SME loans’ applicants. The mapping system classifies the SME loans portfolio into 19 different credit risk levels and the Archimedean Copulas are used to construct the loss distribution at the loans portfolio level to determine the unanticipated losses and their corresponding economic capital required. Finally, according to the marginal risk contribution of each incremental individual loan to the entire portfolio, economic capital is allocated, followed by a RAROC model constructed to make loan decision and loan pricing.

This paper consists of five parts. The Introduction section presents the basic ground for the research, followed by detail literature reviews in section 1. While section 2 presents the models, the empirical results are discussed by section 3. The final section concludes the paper.

1. Literature review

1.1. Economic capital

Aas and Puccetti (2014) assessed the model risk related to the choice of a specific copula function and computed bounds on the total economic capital for the aggregate loss distribution. Economic capital was again studied by Alie, and Jean (2016)’s introduced Business Risk Economic Capital Model and Earnings Volatility Model to assess economic capital frameworks from the global and local industry viewpoint. In the same year, Scandizzo (2016) extended their framework by caught up with the ICAAP, which prescribed that institutions should have a process for assessing the institutes’ overall capital adequacy in relation to their risk profile and risk preferences. Moreover, Gubareva and Borges (2018) addressed the economic capital estimation based on an integrated derivative-based treatment of Internal Rating Models applied to the EM sovereign debt portfolios.
1.2. Loan pricing

Wang and Libaers (2015) discussed loan pricing from the cost-price model and customer-profit-analysis model, reaching the conclusion that modern loan pricing theory based on RAROC was more suitable for SMEs. Petropoulos, Chatzis, and Xanthopoulos (2016) presented a novel corporate credit rating system based on Student’ t hidden Markov models (SHMMs). Allen, Chapman, Echenique, and Shum (2016) also came up with an improved estimated approach for risk modelling processes of loan pricing, stress testing and capital allocation, which could obtain more robust credit loss estimates in the risk modeling. Besides, Gorelaya (2016) examined the impact of selected loan characteristics (terms, purpose, amount and borrowers’ creditworthiness) on the loan price, applying regression analysis based on a lender provided dataset covering the period from the beginning of 2007 until the mid-2015. Hauptmann (2017) found that borrowers with strong sustainability performance paid lower loan prices than borrowers with weak sustainability performance. Additionally, Walke, Fullerton, and Tokle (2018) researched on the risk-based loan pricing consequences for credit unions, suggesting potential overcharges for low-risk borrowers and lower charges for high-risk borrowers, which is also confirmed by this study.

1.3. Copula and its application in risk management

Ghosh, and Ray (2016) constructed risk models by implementing a series of Copulas, such as bivariate normal copula, AMH (Ali–Mikhail–Haq), and Marshall–Olkin copula. Khan et al. (2016) also created a Copula Bayesian Network (CBN) model for dynamic probability updating which can be integrated with the copula-based multivariate loss modeling to provide dynamics structure in risk modeling. And Pfeifer et al. (2016) constructed new multivariate copulas on the basis of a approach allowing for asymmetry in tail-dependence. Apart from these, Oh and Patton (2017) used the expounded copula models to study a collection of daily credit default swap (CDS), finding the joint probability of distress substantially higher now than before 2008. Furthermore, Abdelkafi, Ghorbel, and Khoufi (2018) considered a mixture of the dynamic factor copulas of Duffee in risk modeling. Karmakar and Paul (2018) forecast intraday portfolio risk by using CGARCH-EVT-Copula model. On the other hand, Archimedean Copula described by Kim et al. (2017) would be adapted in this study to generate the probability loss distribution of the loan portfolio.

1.4. Comments

The method suggested in this study is related to the previous literatures in the following aspects. This paper first selects the factors that can identify the risk profiles of SMEs to construct the scoring model as proposed by Liu, Guo, Mo, and Zhang (2012). Then, the internal rating model of Liu, Zhang, and Mo (2013) has been revised in complying with the requirements of the Basel Accord III to map the estimated scoring to risk categories divided into 19 classes according to the output of the internal rating model. The default correlations between different credit ratings are simulated and measured by the Archimedean Copula function proposed by Karmakar and Paul (2018) and Tang (2015). As a result, the empirical
result presented in this study could provide a more applicable framework than it in Aas and Puccetti (2014).

2. Research methodology

This paper builds a scoring system firstly, making it more suitable to measure the credit risk of SME loans. Secondly, used Basel Accord III, an internal rating system is constructed, which categorizes the SME loans portfolio into nineteen different levels. Eventually, based on the established loss distribution and the marginal risk contribution, this study constructs a RAROC model for loan pricing.

2.1. Basel III and the proposed method

The core content of Basel III related to this research are:

1. The new regulation introduced a “capital retention buffer” that must be greater than 2.5%, which is a core parameter in the pricing model;
2. The Basel Committee also recommended the establishment of a counter-cyclical capital buffer between 0% and 2.5%. The purpose of the regulation is to correct the procyclicality of Basel II, especially during the period of economic expansion;
3. The proposed regulations introduce a leverage ratio of 3.0% to stabilize the system: in any case, the ratio of capital to total assets must exceed this threshold.

The core contents of 2 and 3 are considered in our stress testing framework.

As permitted by Basel III, this paper selects the Archimedean Copula method to fit the default relationship between loans, together with the loss distribution function constructed to measure the economic capital of the loan portfolio and the marginal contribution of a single loan considered when computing the marginal economic capital consumption and the price of that loan. Thus it effectively avoided two disadvantages of referring to Libor as the benchmark interest rate:

1. The benchmark interest rate has not yet established a market formation mechanism;
2. SME loan pricing mechanism has not been formed due to imperfections in related computer systems and historical data based on internal ratings.

2.2. Sample selection and descriptive statistics

We obtained a data sample from a Chinese commercial bank from 2010 to 2016, including 2 databases, an application database and a database of loan repaying behavior tracking database. The first database contains applicants’ data for loan application. The second one has the loan repaying data, including over 300 of defaults and 16773 transaction records. The data is pre-processed according to the following rules:

1. Any missing data field will let the entire record being removed;
2. Outliers, identified as the value passed 3 standard deviation (SD) spaces, would be set as the value equal to the mean value plus 3 SDs.

The following risk factors and their descriptive statistics are extract from the commercial banks’ application database shown in Table 1. As indicated by the Table 1, there are total 16
risk factors of 5 dimensions, consisting of dimension of Enterprise production status, Basic ability of employees, External, Quantitative Financial Indicators, and Innovation. Table 1 presents each indicator's Mean, Variance, Skewness, and Kurtosis.

Table 1. Risk factors descriptive statistics (source: own processing)

<table>
<thead>
<tr>
<th>Dimension</th>
<th>Variables</th>
<th>Mean</th>
<th>Variance</th>
<th>Skewness</th>
<th>Kurtosis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Enterprise production status</td>
<td>Process Capability Index (Mcap)</td>
<td>256</td>
<td>76.66</td>
<td>1.9</td>
<td>-3.3</td>
</tr>
<tr>
<td>Basic ability of employees</td>
<td>Age of Employee (ECT)</td>
<td>32</td>
<td>10</td>
<td>-4.6</td>
<td>-10.2</td>
</tr>
<tr>
<td></td>
<td>Employee Compensation (Ework2)</td>
<td>70K</td>
<td>3.2K</td>
<td>-5.6</td>
<td>-4.63</td>
</tr>
<tr>
<td></td>
<td>Number of Employees (Ework3)</td>
<td>58</td>
<td>20</td>
<td>0.36</td>
<td>-5.87</td>
</tr>
<tr>
<td></td>
<td>Sales Growth Rate (Msi)</td>
<td>5%</td>
<td>2.43%</td>
<td>0.97</td>
<td>-4.65</td>
</tr>
<tr>
<td>External</td>
<td>Industry Prosperity Index (Mpbi)</td>
<td>351</td>
<td>36</td>
<td>-3.3</td>
<td>-6.76</td>
</tr>
<tr>
<td>Quantitative Financial Indicators</td>
<td>Assets and Liabilities (Fin1)</td>
<td>2,808K</td>
<td>568K</td>
<td>-2.6</td>
<td>-4.65</td>
</tr>
<tr>
<td></td>
<td>Current ratio (Fin2)</td>
<td>56%</td>
<td>24.87%</td>
<td>-1.02</td>
<td>-5.65</td>
</tr>
<tr>
<td></td>
<td>Operating Income Coverage of Debt (Fin3)</td>
<td>67.21%</td>
<td>52.54%</td>
<td>-2.01</td>
<td>-3.54</td>
</tr>
<tr>
<td></td>
<td>Net Profit Margin (Fin4)</td>
<td>10.99%</td>
<td>14.65%</td>
<td>0.03</td>
<td>-5.65</td>
</tr>
<tr>
<td></td>
<td>Total Asset Turnover (Fisc)</td>
<td>3</td>
<td>8.32</td>
<td>-1.32</td>
<td>-6.56</td>
</tr>
<tr>
<td></td>
<td>Working Capital/Total Assets (Fin6)</td>
<td>30.65%</td>
<td>94.76%</td>
<td>-3.36</td>
<td>-6.78</td>
</tr>
<tr>
<td></td>
<td>Net Asset Growth Rate (Fin7)</td>
<td>23.98%</td>
<td>24.65%</td>
<td>2.31</td>
<td>-6.23</td>
</tr>
<tr>
<td></td>
<td>Accounts Receivable Turnover (Mpol)</td>
<td>6.9</td>
<td>6.15</td>
<td>1.24</td>
<td>-8.37</td>
</tr>
<tr>
<td>Innovation</td>
<td>R&amp;D staff in the proportion of employees (MW1)</td>
<td>13</td>
<td>6.36</td>
<td>0.06</td>
<td>-5.87%</td>
</tr>
<tr>
<td></td>
<td>R&amp;D expenditure as a percentage of sales revenue</td>
<td>23.14%</td>
<td>29.93%</td>
<td>-3.32</td>
<td>-4.98</td>
</tr>
</tbody>
</table>

Table 1 shows that all variables are distributed with bigger (fatter) tails than normally distributed tails (Kurtosis < 0 with Standardized), which means that their values are distributed wider than normally distributed values, the phenomenon common found on financial variables, Baltussen, van Bekkum, and van der Grient (2018). On the other hand, a variable with a skewness value smaller than 0 is called tilted to right (having a fatter left tail than those normally distributed ones) which are the cases for ECT, Ework2, Mpbi, etc. On the contrary, skewness values, larger than 0, are deemed as tilted to the left, indicating that they have thinner tails than those of normally distributed ones, which are the case for Mcap, Ework3, Msi, etc.
2.3. Modelling procedures

2.3.1. Logit regression model

The data of SMEs loan default and single lagged indicator \((x)\) are used to select single indicator as an independent variable \(x_i\), loan default as dependent variable \(y\), together to build a Logit regression model:

\[
Y = f(x) = \frac{e^{\left(\alpha + \beta x_i\right)}}{1 + e^{\left(\alpha + \beta x_i\right)}}, \quad i = 1,...,39.
\]

The Logit regression model is chosen over nonparametric model based on the following reasons: According to Giacomini and Rossi (2016), the risk metrics of non-parametric models may not be comparable across banks, and the stability of the calculations is at question. Therefore, there are problems in the cross-comparison of banking institutions. Due to the instability of the non-parametric model, it is not the primary recommended model of BASEL III. Since this research requires that banks can develop risk metrics for BASEL in practice, the Logit model, rather than non-parametric models, is selected to perform further analysis.

According to the \(P\) value t-test of and discriminatory power of the variable tested, the factors with statistical significance and discrimination power are selected. The discrimination power is often measured by Accurate Ratio (\(AR\)) value which is equal to area \(A\) / \((A + B)\) as presented by Figure 1. The variables that meet one of the following two criteria will be included in the multivariate analysis. \(AR > 60\%\) or \(P < 0.05\) for the t-test.

![Power curve predictive accuracy test](source: own processing)

In Figure 1, the middle curve visualizes the established logistic model's estimation accurate ratio, the top curve shows the results of the ideal prediction model, and the lower curve represents the result of the random prediction model. Large area of \(A\) indicates the superiority of the model in classifying accuracy.

2.3.2. Model validation

Through the correlation analysis and multivariate analysis, the best candidate models are chosen. The next step is to use out-of-sample k-fold Man-Whitney test each candidate's the stability in prediction for out-of-sample data. The k-fold method is commonly known as cross-validation, in which the original data is separated into k parts randomly. The process of cross-validation is actually to repeat the experiment k times. Each experiment selects one
of the k parts data (in-sample) to build the multivariate candidate model and the remaining $k-1$ parts data (out-of-sample) are used to test the model's out-of-sample performance. The best model with stable AR both for the in-sample data and the $k-1$ pieces of out-of-sample data is identified as the final model for further analysis.

2.3.3. Scores saturation transformation and weighting

The final candidate multivariate model produces a score with value distributed between 0 and 1. The score is a theoretical number and not a real default probability. It requires mapping and calibration before the score could be used in loan decision and loan pricing. Since the scores estimated from the model denoted as $Score(x)$ has extreme values and outliers, they need to be further processed by the saturation transformation and weighting. The saturation transformation function is given as:

$$score(x) = \phi(x) = 100 \times e^{\frac{x-\mu}{\sigma}} / (e^{\frac{x-\mu}{\sigma}} + 1),$$  \hspace{1cm} (2)$$

where $x$ denotes the direct model output, $\mu$ the median of $x$, $\sigma$ the variance of $x$.

2.3.4. Model calibration and mapping

The process of calibration and mapping refers to the procedure in which the SMEs scoring got mapped to the true default rate to obtain the customer rating grade by the primary mapping scale published by Basel Accord III. The probability of default and the rating result must satisfy the following conditions:

1. The average PD value obtained after calibration is 3.09% of the long-term default rate (this is required by the Basel Accord III);
2. The average probability of default at each level of the main scale after calibration should be consistent with the actual probability;
3. The distribution of risk levels should be consistent with the actual situation of SMEs and risk management requirements;
4. The proportion of debtors under each risk level should not exceed a certain percentage.

The calibration model proposed by Cao Jin (2011), who thought that the calibration method is actually a nonlinear optimization problem with multiple goal constraints as showed in Eq. (3):

$$\begin{align*}
\min E(PD) = 3.09% \\
\text{subject to:} \\
(1) \quad & Min_i \leq Spd_i \leq Max_i, \\
(2) \quad & Per_i \leq point_i \\
(3) \quad & i = Aaa, \ldots, Ccc
\end{align*}$$

where $Max_i$ denotes the upper limit of the ith main scale level default rate, $Min_i$ the lower limit, $Spd_i$ the actual sample default rate of the ith level, $Per_i$ the proportion of debtors under the ith main scale level, and $point_i$ as a set value, which is determined by the rating distribution of SMEs. The following steps are used to solve the nonlinear optimization in Eq. (3): First, group the applicants according to their rating scores. Based on the historical
data of the debtor’s rating and the repayment behaviors for each grouped applicants granted the loans, the ratings and the defaults probabilities could be lined up for each credit groups, or categories \( i = Aaa, \ldots, Caa \). Second, calibration mapping curve and a fitting calibration function could be used to sort all debtors’ scores from low to high (the lower the score, the lower the risk and vice versa) and put them in \( X \)-axis from \( Aaa, \ldots, Ccc \). The probability of default (PD) is set as the \( Y \)-axis and the rating level is descending, from Maxi to Mini (\( Aaa \) is the highest level and \( Ccc \) is the lowest level), then the \( X \)-axis scoring results and the \( Y \)-axis default rate has a mapping relationship. Continue adjusting the distribution and calculating the corresponding default rate, so that the constraints are satisfied, and the model calibration mapping curve is obtained, and ultimately, the functional relationship between the model output score and default probability is established through the fitting mapping curve \( f(\cdot) \), as our final default rate measurement model. Finally, Binomial Test and chi-square test are used to verify the average probability of default at each level of the main scale, so that the main scale can be verified by the actual data of the banks. After the calibration and mapping, the ratings scale and the default rate model \( PD = f(\text{score}(X)) \) are finally determined, and the accuracy of the default rate estimation is tested by Binomial Test and chi-square test.

2.4. Build loan pricing model

2.4.1. The economic capital measure of default risk

Assuming there is a portfolio of SME loans issued by commercial banks, its economic capital is the estimated risk compensation for the unexpected losses from defaults in the next one year with 99% confidence level. The economic capital of SMEs loans is estimated according to the procedure presented in Figure 2 as follows:

According to the mapping procedure, SME loans applicants can be divided into 19 different credit ratings levels as the risk exposures of the economic capital, \( X_i, i = Aaa, \ldots, Ccc \) by inputting the SMEs loan data of a bank to the default rate measurement model \( PD = f(\text{score}(X)) \). Then use Archimedean Copula to generate the probability loss distribution of the loan portfolio. The marginal distribution \( u_i = F_i, i = Aaa, \ldots, Ccc \) of single exposure loss \( X_i \) is fitted by a non-parametric kernel function. The Archimedean copula of 19 variables is used to carve the correlation between the 19 risk levels,
where $\hat{G}(.)$ is the Laplace transformation of the distribution function, $\hat{G}^{-1}(.)$ is the inverse function of $\hat{G}(.)$, $\varphi(\bullet)$ is the generator of the Archimedean Copula function. Taking the marginal loss distribution $u_i = F_i, i = Aaa, \ldots, Ccc$ of individual risk exposure $X_i, i = Aaa, \ldots, Ccc$ into (5), Maximum Likelihood (ML) estimation is used to estimate the marginal contribution of different rating-grade loan portfolios to overall economic capital.

### 2.4.2. Loan pricing

As the final step, the basic formula for loan pricing is derived based on RAROC as given in Eq. (5),

$$ r_i = \frac{EL_i + OC_i + DC_i + ECC_i \times RAROC_i}{L_i}, $$

$$ RAROC_i = \frac{I_i - EL_i - OC_i - DC_i}{ECC_i}, \quad (i = Aaa, \ldots, Ccc), $$

where $I_i = (L \times r \times T + F) \times (1 - t)$ represents the loan income corresponding to each risk exposure of the bank loans for SMEs, $L$ represents the loan amount, $r$ the aggregated loan interest rates, $T$ the agreed loan term, $F$ the loan commitment fee, $t$ the sales tax and the additional tax rate; $EL$ represents the expected loss of single risk exposure at 99% confidence level, and $OC$ the funding transfer price which represents the costs of financing resources of the same kind in financial markets. At present, the major banks generally transfer funds to and within the system of the banks, and the funds raised by the business units are fully transferred to the capital center through the internal transfer price ($IFTP$). The funds required for each loan business are also purchased in full from the capital center at the full internal transfer price. Therefore, the capital cost of using $IFTP$ is applicable to the actual situation of commercial banking industry. The cost of the capital is $OC = L \times IFTP \times T$, operating costs $DC$ include the fixed costs and the variable costs of daily operations and management. Fixed costs mainly refer to the credit investigation and analysis costs. The variable costs include the cost of workbooks, management fees, salaries of credit personnel. The allocation and collection of expenses can be carried out by using the method of job-based costing. As a result, operating costs $DC = DC_f + DC_v$ proposed by Deng, Ao, Hu, and Wang (2010), where $DC_f$ denotes the fixed cost; the variable cost. For each exposure, $I_i, EL_i, OC_i, DC_i$, and then $RAROC_i$ ($i = Aaa, \ldots, Caa3$) can be calculated for each risk exposure. Finally, compare $RAROC_i$ ($i = Aaa, \ldots, Caa3$) with the minimum required rate of return $R$ of banks, which can be used as the basis for loan decision.

### 3. Empirical results

#### 3.1. The estimation of internal rating model

Account level SMEs loans data of a Chinese commercial bank from 2010 to 2016 has been granted to access. The data has been abstracted from 2 databases. The application database consists of all the SMEs applicant for loans with some granted the loans and some denied the
loans later on. The other database consisting of all the granted loans accounts with remaining balances. The Eq. (6) is the final form of the rating model:

\[
\text{Score}(X) = 0.485 \times \phi(f_1(x_1, x_2 \cdots x_m)) + 0.514 \times \phi(f_2(x_1, x_2 \cdots x_m));
\]

\[
f_1(x_1, x_2 \cdots x_m) = 71.718 - 9.523 \times \text{Ecp} - 0.503 \times \text{Mpci} - 2.656 \times \text{Fin}2 - 7.65459 \times \text{Fin}4 - 15.1667 \times \text{Fin}6 - 20.0099 \times \text{DI}sl;
\]

\[
f_2(x_1, x_2 \cdots x_m) = 5.597 - 2.627 \times \text{ECT} - 2.303 \times \text{Mcap} - 1.871 \times \text{Mpol} + 1.917 \times \text{FIs}c + 1.307 \times \text{MW1},
\]

where \( f_1(x_1, x_2 \cdots x_m) \) represents the optimal quantitatively model, \( f_2(x_1, x_2 \cdots x_m) \) the optimal qualitatively model. After model calibration, mapping and accuracy test of probability of default, the main scale and the function of model calibration are gained. Figure 3 is a model calibration mapping curve, and the curve fitted to \( f(\bullet) \), the final default rate model, is given by Eq. (7):

\[
f(\text{Score}) = 8.95 \times 10^{-5} \times \exp(0.058 \times \text{Score}) + 9.94 \times 10^{-5} \times \exp(0.144 \times \text{Score}).
\]

Figure 3 presents the mapping curve of the model calibration by plotting the scattered scores of Eq. (6) as the X-axis and their default rates from the database as Y-axis. As shown in Figure 3, from 0–40 of the model output, the default rate changes at a small ratio and the values are close to 0. From 40–50, while default rate starts increase, it tops at 0.03. After output = 50, they grow exponentially, which means the higher scores would produce higher default rate estimated at accelerated paces. The topology of the Figure 3 fits the real status of the SME loans portfolio of this commercial bank.

3.2. Risk categories mapping

The procedure to estimate economic capital is as follows: First, the variables of SMEs loans applicant are substituted into Eq. (7) and ultimately Eq. (8) to get rating results based on the main scale (Figure 4).
Figure 4 shows the distribution of the SMEs loans for this particular bank. As one might found that the rating level and scale are in inverted-U shaped, with slight right skewed, which indicates that the bank has issued way too many loans with low ratings and higher risk profiles.

Therefore the SMEs loans applicants would be classified is divided into one of the 19 categories based on the risk exposures. The loans applicants belonging to the same categories $X_i, \quad i = \text{Aaa}, \text{Aa}1,...,\text{Ccc}$ have homogenous defaults probabilities. Second, Based on the simulation of 1000 kinds of loss proportions with regard to $PD_i, LGD_i, EAD_i, \quad i = \text{Aaa}, \text{Aa}1,...,\text{Ccc}$ of each risk exposure and the non-parametric kernel estimation being used to fit the loss distribution, the column vector $L = (l_{\text{Aaa},n},...,l_{\text{Caa3},n})$ is generated, where $n = (1,2,...,N)$ is a random vector that obeys the joint distribution $F(l_{\text{Aaa},...},l_{\text{Caa3}})$ and is also the entire vector of loan loss proportions, and the distribution of which is the loss distribution for the entire loan portfolio. The three distribution functions of Archimedean Copula family, such as Clayton, Gumbel, Frank function, are chosen to characterize the loss distribution of SMEs loans. Finally, the fsearch function of MATLAB® (version 12) is used to select the optimal Copula function and obtain the final loss distribution, as shown in Figure 5:

Figure 5 present again a inverted –U relationship between PDF and loss ratio. The figure is left skewed with large fat tail, which indicates an active risk pursuit strategies in loan approval.

According to the requirements of the Basel Accord III, a 99% quantile loss distribution is taken as $EC = (l_{\text{Aaa}},...,l_{\text{Ccc}})_{99\%} = EL$, $EL = PD \times EAD \times LGD$. As $ECC_i = EC \times ULC_i / UL, \quad (i = \text{Aaa},...,\text{Ccc})$, the marginal contribution of each risk exposure to the overall economic capital can be calculated.

### 3.3. Loan decision and pricing

The parameters of each risk categories and $I_i, EL_i, OC_i, DC_i$ and $RAROC_i, \quad i = \text{Aaa}, \text{Aa}1,...,\text{Ccc}$ of the customers under each rating level can be calculated, as shown in Table 2. According to Eq. (7), the prices of loans belonging to each risk category and the average interest rates
for that category can be calculated, as shown in Table 2. Since the management of this bank is risk averse, the bank refuses to grant loans to customers classified as Ba2 or above in risk categories.

Table 2. RAROC and return rate of each rating category (source: own processing)

<table>
<thead>
<tr>
<th>Risk Categories</th>
<th>The average interest rate actually paid by banks</th>
<th>The estimated prices of the loans</th>
<th>Differences</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aaa</td>
<td>6.68%</td>
<td>6.14%</td>
<td>−0.54%</td>
</tr>
<tr>
<td>Aa1</td>
<td>6.74%</td>
<td>6.21%</td>
<td>−0.53%</td>
</tr>
<tr>
<td>Aa2</td>
<td>6.81%</td>
<td>6.28%</td>
<td>−0.53%</td>
</tr>
<tr>
<td>Aa3</td>
<td>7.11%</td>
<td>6.39%</td>
<td>−0.72%</td>
</tr>
<tr>
<td>A1</td>
<td>7.42%</td>
<td>6.88%</td>
<td>−0.54%</td>
</tr>
<tr>
<td>A2</td>
<td>7.43%</td>
<td>7.18%</td>
<td>−0.25%</td>
</tr>
<tr>
<td>A3</td>
<td>7.55%</td>
<td>7.93%</td>
<td>0.38%</td>
</tr>
<tr>
<td>Baa1</td>
<td>7.91%</td>
<td>8.09%</td>
<td>0.18%</td>
</tr>
<tr>
<td>Baa2</td>
<td>8.13%</td>
<td>8.37%</td>
<td>0.24%</td>
</tr>
<tr>
<td>Baa3</td>
<td>8.32%</td>
<td>8.82%</td>
<td>0.50%</td>
</tr>
<tr>
<td>Ba1</td>
<td>8.55%</td>
<td>9.12%</td>
<td>0.57%</td>
</tr>
<tr>
<td>Ba2</td>
<td>8.92%</td>
<td>9.79%</td>
<td>0.87%</td>
</tr>
</tbody>
</table>

As indicated by Table 2, the interest rates charged by the bank increase as the risk categories of the customers increase since the bank requires more risk-adjusted return from customers of high risks, as interpreted by Demarta and McNeil (2010), Liu et al. (2012), and Flood and Korenko (2013). For risk category A2 or lower the differences between the average interest rate actually paid by banks and the estimated prices of the loans are nega-
tive, which indicates that the bank is charging too much for customers with less risk, which might loss some potential businesses over competition with other financial institutions. On the other hand, the bank is charging too little to its customers with riskier categories, as the differences between the average interest rate actually paid by banks and the estimated prices of the loans are positive, which means the banks would not have sufficient compensation by bearing potential credit risk and the RAROCs of loans belonging to these risk categories are actually overestimated.

Conclusions

In this paper, the empirical data of a Chinese commercial bank from 2010 to 2016 would be used in order to remedy the existing problems in SMEs loan pricing for commercial banks, an internal rating model that measures the risk characteristics of SMEs loans is established and Archimedean Copula functions are used to describe the default correlations between different risk exposures and the economic capital (unexpected loss) at the loan portfolio level through the simulation of loss distribution. Ultimately, a loan decision-making and loan pricing system based on RAROC is constructed. Using the method introduced in this study, we found the bank providing commercial loans’ data at account level is charging wrong interest rates regarding of the corresponding risk categories. As a result, the approaches could thus be able to provide higher risk-adjusted returns, higher economic capital adequacy ratios, and ultimately stronger banks’ capabilities to tolerate risk events.

There are, however, several issues that should be mentioned. First, the dimensions of the risk factors should be extended furthermore to cover as comprehensive as possible aspects of the SME loans. Second, the risk modeling and mapping methods are based on historical data. Forward-looking models could provide more accurate results for out-of-sample observations. Finally, the \textit{fsearch} function provided by MATLAB® (version 12) might be stuck at the local maximums if the data spaces are heterogeneous and the global optimization could be reached by more complicated algorithms. Because of the above mentioned issues, there are some limitations that should be elaborated before the method proposed in this study could be used in practice: The model would provide good out-of-sample estimation based on large volume of SME loans data since the solution to the \textit{fsearch} function's local maximum problem would requires booth-trapping method which works well only with enough data. On the other hand, since the implementation of the simulation method requires the teamwork of personnel with fair amount of mathematical and computational backgrounds, the method might be too demanding for banks just in business with insufficient risk analysts. Although more actions could be easily added to make the study more practical, the simplified infrastructure of this setup is still useful in gaining a general picture about the dynamic decision making process.
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